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Objective: This study aimed to evaluate the response evaluation criteria in solid tumors (RECIST) using tumor measurements 
from computed tomography (CT) reports of hepatocellular carcinoma (HCC) patients before and after transcatheter arterial 
chemoembolization with various large language models (LLMs). 
Materials and Methods: Ninety-three patients were included after the exclusion criteria were applied. RECIST assessments 
were performed using Bard, Bing, and ChatGPT-4 in 2023, and their updated versions–ChatGPT-4, Gemini, and Copilot–in 
2025. Evaluations were based on RECIST categories determined by baseline and follow-up measurements of the longest 
tumor diameters from contrast-enhanced CT scans. A zero-shot prompting was used for the LLM inputs. LLM-generated 
RECIST classifications were compared with radiologist reports. Model performance was assessed in both years, and changes 
over time were analyzed.
Results: ChatGPT-4 (both 2023 and 2025) and Copilot (2025) achieved perfect scores across accuracy, precision, recall, and F1 
(all 1.000). Gemini improved significantly, with accuracy rising from 0.581 in 2023 (as Bard) to 0.989 in 2025. Bing’s accuracy 
also increased from 0.839 to 1.000 after being updated to Copilot. Cohen’s Kappa showed moderate agreement between 
ChatGPT-4 and Bing in 2023 (κ=0.612, p<0.001) and perfect agreement between ChatGPT-4 and Copilot in 2025 (κ=1.000). 
McNemar’s test showed no significant change for ChatGPT-4 between 2023 and 2025 (p=1.000), while Gemini and Copilot 
improved significantly (p<0.0001 and p=0.0003).
Conclusion: LLMs demonstrate strong potential in RECIST evaluation from CT reports in HCC patients, and ongoing 
improvements suggest they may increasingly aid radiological assessments in the future.
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INTRODUCTION
Artificial intelligence (AI) has advanced significantly in recent 
years and has acquired a significant role in many areas of diag-
nostic and interventional radiology.[1] Numerous studies on AI 
applications have been published, covering a broad spectrum 
of topics from image reconstruction to diagnostic support, re-
port writing, and dose optimization.[2] Large language models 
(LLMs), a type of generative AI, have gained widespread at-
tention in the past year, sparking discussions about their role 
in radiology.[3] These discussions have primarily centered on 
report generation, text mining in radiology reports, and report 
optimization.[4,5] Beyond diagnostic radiology, their use in inter-
ventional radiology is also under investigation.[6] Over the last 
few years, several notable LLMs have been released, including 
ChatGPT-3.5 and 4 by OpenAI, Bard by Google, and Bing by Mi-
crosoft. Studies have examined the knowledge levels of these 
models in radiology and their potential applications across 
various areas. For instance, a study by Bhayana et al.[7] evaluat-
ed ChatGPT’s performance on the radiology board exam and 
found that it answered 69% of the questions correctly.

In another study, the high text analysis capabilities of these 
models were leveraged to investigate the success of detect-
ing incidental findings in radiology reports using a single-shot 
learning prompt technique, yielding highly satisfactory re-
sults.[8] In addition, Schmidt et al.[9] focused on the ability of 
LLMs to detect speech errors in radiology reports. In this 
study, ChatGPT-4 demonstrated high accuracy in detecting 
both clinically significant errors (precision, 76.9%; recall, 100%; 
F1 score, 86.9%) and clinically insignificant errors (precision, 
93.9%; recall, 94.7%; F1 score, 94.3%). Based on such studies, 
the capacity of LLMs to analyze data in radiology reports ap-
pears quite noteworthy.

We designed this study to determine the level of knowledge 
of LLMs about response evaluation criteria in solid tumors 
(RECIST), which is a critical component of diagnostic and in-
terventional radiology in the follow-up of malignancy after 
treatment, and to reveal the potential use and reliability of 
LLMs in this regard in the future. In this study, we evaluated 
and compared the performance of Bard, Bing, and ChatGPT-4 
in the RECIST assessment. In addition, we conducted the same 
evaluation using the latest versions of these LLMs to demon-
strate their progress in this domain over time.

MATERIALS AND METHODS
Study Cohort
A publicly available dataset comprising hepatocellular carci-
noma (HCC) patients was utilized in the present study.[10,11] The 
dataset contained 105 HCC patients who were monitored with 
contrast-enhanced computed tomography (CT) both before 
and after the transcatheter arterial chemoembolization (TACE) 

procedure. The specific CT technique employed in the dataset 
was described in a previous study.[11] The mean baseline ex-
amination time in the dataset was 3 weeks before TACE, and 
the mean follow-up time was 9 weeks after the procedure. The 
dataset also contained reports from three radiologists, includ-
ing measurements of the longest diameter of lesions and the 
RECIST assessment. For this study, we utilized the measure-
ments and RECIST assessments from Radiologist 1, which in-
cluded evaluations for 93 out of 105 patients. In other words, 
baseline and follow-up measurements for 93 HCC patients 
were included in our study. All measurements were taken at 
the longest diameter of the tumor, and the radiologist con-
ducted a RECIST assessment based on the tumor’s growth and 
shrinkage rates. According to the radiologist’s assessment, this 
data set included 19 patients with complete response (CR), 40 
patients with partial response (PR), 28 patients with stable dis-
ease (SD), and 6 patients with progressive disease (PD). These 
assessments were validated by an experienced interventional 
radiologist (T.J.V.) with over 25 years of experience. This study 
was conducted following the Helsinki Declaration. Ethics 
committee approval and patient informed consent were not 
required since a publicly available dataset was used for this 
retrospective study.

LLMs

This study aimed to evaluate and compare the classification 
performance of LLMs in assessing treatment response based 
on the RECIST criteria. Six LLMs were included: ChatGPT4 
(2023), Bard (2023), Bing (2023), and their respective updat-
ed versions in 2025: ChatGPT4 (2025) (https://chatgpt.com/), 
Gemini (2025) (https://gemini.google.com/app?hl=tr), and 
Copilot (2025) (https://copilot.microsoft.com/). Baseline and 
follow-up tumor measurements were provided to LLM’s chat-
bots by entering the following initial prompt.

Prompt

“In an interventional radiology unit where TACE for HCC is 
frequently performed, we need a RECIST classification to 
evaluate the response of lesions to treatment. Can you use 
the pre-treatment (baseline) and post-treatment (follow-up) 
values of the longest diameter of the patient’s tumors to de-
termine the percentage of tumor growth and shrinkage and 
perform RECIST assessment of each tumor?” This prompt pro-
vided default hyperparameters to three different models and 
their updated versions in November 2023 and March 2025, 
respectively.

Moreover, no explanation or information was provided to the 
models during the RECIST assessment. In other words, the ze-
ro-shot learning technique was used for prompting. RECIST 
assessment responses of all models were then compared with 
the radiologist’s report as the gold standard label.
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Statistical Analysis

To assess the classification performance of LLMs across dif-
ferent versions and RECIST categories (CR, PR, SD, PD), stan-
dard evaluation metrics, including accuracy, macro precision, 
macro recall, and macro F1 score, were calculated. Confusion 
matrices were generated to visualize the distribution of cor-
rect and incorrect predictions across classes. To evaluate the 
agreement between models, Cohen’s Kappa coefficient was 
computed. Cohen’s Kappa analysis is interpreted as shown 
in Table 1.[12] Performance differences between model ver-
sions from 2023 to 2025 were analyzed using McNemar’s 
test. This test was applied both globally and within each RE-
CIST category (PR, SD, PD) to determine whether the chang-
es in classification performance were statistically significant 
across time. In addition, McNemar’s test was used for pair-
wise comparisons between different models within the same 
RECIST class to evaluate relative classification differences. 
The Wilcoxon signed-rank test was also used to compare 
model rankings based on accuracy and F1 score. P<0.05 was 
considered indicative of statistical significance. All statistical 
analyses and visualizations were performed using IBM Sta-
tistical Package for the Social Sciences Statistics version 23 
(IBM Corp., Armonk, NY, USA) and the Python programming 
language (scikit-learn, matplotlib, and seaborn libraries).

RESULTS
Of the 93 patients in the study, 59 were male and 34 
were female. The mean age of patients was 68.8±10.53. 
The mean baseline diameter of the lesions was 79.97 mm 
(15.6–243.9), and the mean follow-up diameter was 45.6 
mm (0–173.9 mm).

All LLMs defined it as CR if the lesion had completely disap-
peared, PR if there was more than 30% shrinkage, SD if there 
was between 20% growth and 30% shrinkage, and PD if there 
was more than 20% growth. As a result, all models automat-
ically considered the RECIST version 1.1 criteria without any 
RECIST definition. In addition, all chatbots calculated the per-
centage of change according to the following formula without 
any information from us.

Overall Performance

Among all models, ChatGPT 4 (2023 and 2025) and Copilot 
(2025) yielded optimal classification performance, achiev-
ing maximum values across all evaluated metrics (Accu-
racy, Precision, Recall, and F1 Score=1.00). Gemini (2025) 
demonstrated high overall performance (Accuracy=0.989, 
F1 Score=0.973), indicating a substantial improvement 
compared to its 2023 version (Bard), which exhibited the 
lowest performance across all metrics (Accuracy=0.581, 
F1 Score=0.437). Bing (2023) showed intermediate perfor-
mance (Accuracy=0.839, F1 Score=0.776). A detailed anal-
ysis is presented in Table 2, and confusion matrices for all 
models are shown in Figure 1.

Model Agreement and Evolution

Cohen’s Kappa analysis revealed moderate to substantial 
agreement among models in 2023, with the highest agree-
ment between ChatGPT4 and Bing (κ=0.612, p<0.001) (Table 
3). In contrast, 2025 models showed almost perfect agree-
ment, particularly between ChatGPT4 and Copilot (κ=1.000) 
(Table 4).

McNemar’s tests were performed to evaluate performance 
differences between model versions over time. No signifi-
cant difference was found between ChatGPT4 (2023 vs. 2025) 
(p=1.000), suggesting temporal consistency. In contrast, both 
Gemini and Copilot exhibited statistically significant improve-
ments between 2023 and 2025 (p<0.0001 and p=0.0003, re-
spectively) (Table 5). Gemini misclassified only one patient by 
labeling the case as SD, although it was actually PD. Similarly, 
Bard and Bing also misclassified this same patient in 2023, in-
correctly identifying it as a PR.

Class-level Analysis

The accuracies of the models in all groups are shown in Fig-
ure 2. Class-based comparisons showed that Gemini (2025) 
demonstrated statistically significant improvements in both 
PR and SD categories (p<0.001), while the difference in PD did 
not reach statistical significance (p=0.0736). Similarly, Copilot 

Table 1. Interpretation of Cohen’s Kappa statistic

Kappa value (κ)	 Level of agreement

κ<0	 Poor agreement (less than chance)
0.00–0.20	 Slight agreement
0.21–0.40	 Fair agreement
0.41–0.60	 Moderate agreement
0.61–0.80	 Substantial agreement
0.81–1.00	 Almost perfect agreement

Table 2. Performance metrics of the large language models in 
2023 and 2025

Model	 Accuracy	 Precision	 Recall	 F1 score

ChatGPT4 (2023)	 1.0	 1.0	 1.0	 1.0
Bard (2023)	 0.581	 0.429	 0.544	 0.437
Bing (2023)	 0.839	 0.921	 0.738	 0.776
ChatGPT4 (2025)	 1.0	 1.0	 1.0	 1.0
Gemini (2025)	 0.989	 0.991	 0.958	 0.973
Copilot (2025)	 1.0	 1.0	 1.0	 1.0
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(2025) significantly improved in the SD category (p=0.004) but 
not in the PR or PD classes (Table 6). All models demonstrated 
100% accuracy in identifying cases within the CR group.

DISCUSSION
This study investigated the accuracy of Bard, Bing, and 
ChatGPT-4 in 2023 and their updated versions in 2025 in the as-
sessment of response to locoregional therapy in patients with 
HCC. We provided the models with the baseline and follow-up 

longest tumor diameters as input. Afterward, the models were 
prompted to calculate tumor growth/shrinkage percentages 
and then perform a RECIST evaluation. No information other 
than baseline and follow-up values was provided during the 
LLM evaluation. The results were obtained without manipulat-
ing the models in any direction (zero-shot learning). As a result, 

Table 3. In 2023, the agreement analysis between the large 
language models

Models (2023)	 Cohen’s kappa	 p*

ChatGPT4 versus bard	 0.418	 <0.001
ChatGPT4 versus bing	 0.612	 <0.001
Bard versus bing	 0.349	 <0.001

*Wilcoxon signed-rank test.

Table 4. In 2025, the agreement analysis between the LLMs. 
The Wilcoxon signed-rank test could not be computed for 
the comparison between ChatGPT4 and Copilot, as all paired 
predictions were identical, resulting in zero differences across the 
answers

Models (2025)	 Cohen’s kappa	 p*

ChatGPT4 versus Gemini	 0.978	 0.317
ChatGPT4 versus Copilot	 1.000	 -
Gemini versus Copilot	 0.978	 0.317

*Wilcoxon signed-rank test. LLMs: Large language models.

Figure 1. Confusion matrices for all models.
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while minor variations existed between the models, all LLMs 
demonstrated high accuracy in calculating the percentage of 
tumor diameter change. In the RECIST assessment based on 
these calculations, both ChatGPT-4 versions achieved 100% ac-
curacy. Bard and Bing, on the other hand, significantly improved 
their accuracy from their 2023 version to the 2025 version.

LLMs have rapidly influenced millions worldwide. In medicine, 
researchers are actively exploring their potential to transform 
the field, particularly through their capacity to process vast 
medical texts using natural language processing. This ability 
holds promise for analyzing reports, identifying patient data 
patterns, and supporting clinical decisions. Their applications 
in medicine fall into three domains: Research, education, and 

Table 5. Accuracy analysis of answers across years. The number 
of patients for which the models answered correctly in 2023 and 
incorrectly in 2025, and the number of patients for which the 
models answered incorrectly in 2023 and correctly in 2025 are 
indicated, and statistical analysis is presented

Model evolution	 2023 correct/	 2023 incorrect/	 McNemar 
		  2025 incorrect	 2025 correct	 p-value

ChatGPT4	 0	 0	 0.000 
(2023 → 2025)
Bard → Gemini	 0	 38	 <0.0001
Bing → Copilot	 0	 15	 0.0003

Table 6. Accuracy analysis of class-based answers across years. The number of patients for which the models answered correctly in 2023 
and incorrectly in 2025, and the number of patients for which the models answered incorrectly in 2023 and correctly in 2025 are indicated, 
and statistical analysis is presented

Class	 Models	 2023 correct / 2025 incorrect	 2023 incorrect / 2025 correct 	 McNemar p-value

PR	 Bing (2023) → Copilot (2025)	 0	 1	 1.000
SD	 Bing (2023) → Copilot (2025)	 0	 10	 0.004
PD	 Bing (2023) → Copilot (2025)	 0	 4	 0.134
PR	 Bard (2023) → Gemini (2025)	 0	 33	 <0.001
SD	 Bard (2023) → Gemini (2025)	 0	 32	 <0.001
PD	 Bard (2023) → Gemini (2025)	 0	 5	 0.0736

PR: Partial response; SD: Stable disease; PD: Progressive disease.

Figure 2. The accuracies of the large language models in all response evaluation criteria in solid tumors groups.
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patient care.[13] In research, they assist with data analysis, lit-
erature review, and coding. In education, both medical and 
patient education are being explored, with studies assessing 
LLMs’ success in medical examinations and their role in pro-
ducing patient education materials.[14,15] For instance, Gilson et 
al.[14] evaluated ChatGPT’s performance on the United States 
Medical Licensing Examination, finding it achieved over 60% 
accuracy, comparable to a 3rd-year medical student’s basic 
competency. In patient care, LLMs may summarize histories, 
analyze images, and interpret clinical data, underscoring their 
versatility and broad applicability in clinical settings.[16]

Potential applications of LLM in radiology also cover a wide 
range of topics.[17] Given the advanced text analysis capabil-
ities of LLMs, the simplification of radiology reports and the 
extraction of some analytics from them are one of the main 
topics of research. In this regard, Fink et al.[18] compared GPT-
4 and ChatGPT to extract lesion parameters from CT reports 
and identify metastatic status and label oncological progres-
sion. The authors report that GPT-4 achieved 98.6% accuracy 
in extracting lesion parameters, 98.1% accuracy in identifica-
tion of metastatic status, and an F1 score of 0.96 in labeling 
oncological progression. In all tasks, GPT-4 showed superior 
performance in their study.

In our study, we tested and compared the accuracy of four 
different LLMs in calculating the growth and shrinkage rate 
of lesions and subsequent RECIST assessment, which are very 
important in diagnostic and interventional radiology. The 
findings of our study reveal that LLMs, especially updated ver-
sions, correctly classify patients, providing the most important 
hope for the future. Several studies in the literature have eval-
uated the performance of LLMs at different time points, high-
lighting their potential for continued improvement over time. 
A study evaluated the performance of LLMs (GPT-4, GPT-3.5, 
Claude, and Google Bard) on radiology exam questions over 3 
months, focusing on accuracy, subspecialty performance, and 
internal consistency.[19] Among the models, GPT-4 achieved 
the highest overall accuracy, although a slight downward 
trend was observed over time, while Claude demonstrated 
gradual improvement. The observed reduction in intra-mod-
el discordance across all models suggests increasing internal 
consistency, yet persistent variability across subspecialties 
and difficulty with fact-based questions highlight the current 
limitations of LLMs in domain-specific medical reasoning. Our 
study also found that while ChatGPT-4 was the most accurate 
model among the 2023 versions, both Bard and Bing showed 
a marked improvement in their 2025 versions.

Considering that LLMs can potentially be integrated into 
hospital image archiving and communication systems in the 
future, treatment response assessment applications can be 
created quickly and effectively by accessing patients’ reports 

and using baseline and follow-up measurement results.[20] 
Evaluating our findings with other studies in the literature, we 
conclude that in the future, LLMs, particularly advanced mod-
els like ChatGPT-4, will not only support physicians in their de-
manding daily routines but will also enable them to perform 
certain analyses of patients’ radiology reports. These models 
can also support the patient-physician interview by offering 
high accuracy in assessing treatment responses based on ra-
diology reports. This capability is crucial in oncology, where 
accurate assessment of treatment responses, such as in HCC, 
directly influences clinical decision-making. In addition, LLMs 
could enhance patient understanding by converting com-
plex medical information into clear, accessible language, aid-
ing patients and their families in comprehending diagnoses, 
treatment options, and expected outcomes. This improved 
communication can lead to better patient engagement and 
adherence to treatment plans. Ultimately, integrating LLMs 
into clinical workflows can promote a more efficient and pa-
tient-centered approach in healthcare, leading to improved 
outcomes for both physicians and patients.

The rapid development and strong performance of LLMs offer 
significant promise for healthcare innovation. However, their 
deployment brings several limitations and ethical concerns. 
A major issue is the inheritance of biases from training data, 
whose sources and quality are often uncertain, making bias 
correction challenging.[20,21] In addition, LLMs cannot verify the 
accuracy of their outputs, leading to potential misinformation 
or “hallucinations,” which may cause serious harm in medical 
contexts. Complex architectures also limit interpretability and 
hinder transparency and accountability.[22] While techniques 
such as the Chain of thought may help address some issues, 
robust solutions remain necessary. Patient privacy is another 
critical consideration; although anonymized data can be used, 
complete anonymization cannot always be guaranteed and 
increases ethical risks. Therefore, LLMs must be strictly secured 
against unauthorized access in healthcare settings.[20,22,23]

The current study has some limitations. First, the number of 
patients was limited. Studies investigating the RECIST assess-
ment of LLMs using much larger datasets are needed. Second, 
the present study only reported the baseline and follow-up 
longest diameters instead of providing the complete radiol-
ogy reports. In addition, the RECIST assessment is not only 
based on the longest diameter but also includes many other 
criteria. Hence, more studies with complete reports and larger 
sample sizes that include all the criteria used in the RECIST as-
sessment are recommended. However, in our study, we have 
demonstrated the capabilities of LLM in the field of radiology 
for exploratory purposes. As more comprehensive reports be-
come available, a comprehensive assessment of RECIST with 
LLMs can be conducted in the future.
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CONCLUSION
This study has demonstrated the evolution of LLMs over the 
years in terms of some medical knowledge and as an effective 
tool in RECIST assessment and revealed their potential advan-
tages in various medical and radiological contexts. LLMs can 
efficiently assess treatment responses in radiology reports and 
offer valuable support in managing the increasing workload of 
radiologists. Integrating LLMs into clinical workflows can sup-
port radiologists in current challenges and improve the overall 
quality of care, ultimately contributing to better outcomes for 
both physicians and patients.
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